Context

- **Impact of strategies to mitigate health-related misinformation in diverse settings and populations**
- Misinformation, which refers to “information that is false, inaccurate, or misleading according to the best available evidence at the time,” (1) can delay or prevent effective care, (2) affect mental health, (3) lead to misallocation of health resources (3) and/or create or exacerbate public-health crises. (3; 6)
- In addition, misinformation can affect some members of society more than others (e.g., those with lower digital, numerical and health literacy and/or cognitive skills are more vulnerable to misinformation), (7; 8) and therefore these groups may be more exposed to health threats, leading to greater social and health inequities. (9)
- Groups most vulnerable to health-related misinformation include younger people, those with lower educational attainment, racial minorities, and social media users, (10) and a disproportionate impact on women, trans, and nonbinary people has also been highlighted. (11)
- Extensive COVID-19-related misinformation and a constantly evolving social media landscape have spurred efforts to mitigate the spread of falsehoods that undermine public trust in evidence-based care.
- While there are many strategies that have been identified to address misinformation, there is a need to evaluate their effects.

**Question**

What is the impact of strategies to mitigate misinformation in diverse settings, and across diverse populations?

**High-level summary of key findings**

**Overview of evidence identified**

- We identified 2,086 unduplicated articles and included 60 studies (mostly published in the last four years), which included 41 randomized controlled trials, six quasi-experimental studies, six that used machine learning approaches, three implementation research studies, two cross-sectional studies and one other type of observational study.
- The included studies were conducted online not limited to any geographic region (n=9); in more than one country (n=3) (one in Kyrgyzstan, India, and the U.S.; a second in Germany, Mexico, Spain, the U.K. and the U.S.; and the third in Australia, Canada and the U.S.); and in Australia (n=2), Brazil (n=2), Canada (n=1), China (n=3), France (n=1), Ghana (n=1), Guatemala (n=1), Hong Kong (n=3), Israel (n=1), Italy (n=2), Korea (n=1), Nigeria (n=1), Sierra Leone (n=1), the Netherlands (n=2), U.S. (n=25), U.K. (n=1) and Zimbabwe (n=1).
- We identified evidence for eight of the 10 types of responses/strategies to counter misinformation, but no evidence was identified for curatorial and investigative responses/strategies.
  - The interventions addressed by studies included monitoring and fact-checking (n=24), counter-misinformation campaigns (n=5), credibility labelling (n=6), educational (n=26), narrative (n=2), technical and algorithmic (n=7), economic (n=2), and legislative and other policy (n=2).
- Topics addressed by studies include COVID-19 (n=31), vaccination (n=14), human papilloma virus (n=4), and other health topics (n=18).
Strategies identified as effective at reducing misinformation

- **Educational strategies (n=26 studies)**
  - Overall, the eight experimental randomized studies conducted in the U.S. found that educational strategies are effective for changing the beliefs of people exposed to misinformation, but not effective for stimulating intentions to take protective actions when compared to not providing education.
  - The twelve experimental randomized studies conducted in different countries (e.g., Australia, Brazil, Canada, China, France, Germany, Hong Kong, India, Italy, Mexico, Sierra Leone, Spain, and the U.K.) found educational strategies effective in stimulating intentions to take protective actions when compared to not providing education, in changing the beliefs of people exposed to misinformation, in improving knowledge about a topic, in changing the willingness to share misinformation, and in enhancing the ability to discriminate misinformation.
  - Among the four quasi-experimental studies, two found educational strategies effective for stimulating intentions to take protective actions when compared to not providing education, and for improving knowledge about a topic; the other two studies found educational interventions ineffective in increasing belief accuracy.

- **Monitoring and fact-checking (n=24 studies)**
  - Overall, the identified studies found that monitoring and fact-checking strategies are effective for stimulating intentions to take protective actions when compared to not providing corrections, and that those strategies might change the beliefs of people exposed to misinformation, as well as their willingness to share misinformation.
  - It was also reported that the positive effect of monitoring and fact-checking is stronger if the source of the fact-checking is provided (one study), that the format of the correction does not make a considerable difference in effectiveness (one study), and that humorous corrections might produce more attention to the misinformation text than non-humorous corrections, but not improve credibility of the correction (two studies).
  - Two studies explored the familiarity backfire effect and reported that corrections that exposed participants to novel misinformation did not lead to stronger misconceptions compared to people never exposed to false claims or corrections, suggesting that it is safe to repeat misinformation when correcting it, even when the audience might be unfamiliar with the misinformation.

- **Technical and algorithmic strategies (n=7 studies)**
  - The six machine learning studies reported the effectiveness of different models in identifying misinformation.
  - Two studies, one experimental randomized and one machine learning study, found that interacting with a chatbot for a few minutes significantly increased people's intentions to get vaccinated and positively impacted their attitudes toward COVID-19 vaccination.

- **Credibility labelling (n=6 studies)**
  - Overall, three experimental randomized studies reported the effectiveness of credibility labelling on the ability to critically evaluate a given message, or in accurately identifying misinformation.
  - Only one experimental randomized study in the U.S. reported that fact-checking labels attached to misinformation posts made vaccine attitudes more positive than the misinformation control condition, especially when the labelling was performed by universities and health institutions.
  - Two studies of machine learning–based approaches found those strategies successful in classifying reliable information compared to classifying unreliable information.

- **Counter-misinformation campaigns (n=5 studies)**
  - Overall, misinformation campaigns were effective for stimulating intentions to take protective actions, improving knowledge about a health topic, and reducing beliefs in misinformation.
Strategies found to have limited or no evidence for reducing misinformation

- **Narrative strategies (n=2 studies)**
  - One experimental randomized study conducted in China found a mediating or suppressing effect of follower count (in social media) in the relationship between a debunker's identity (celebrity, media, or government) and sharing behaviour.
  - Another experimental randomized study that was conducted in the U.S. used advertisements for Facebook providing video testimonials from peer role models promoting vaccination, and found that ads featuring peer modelling with psychological inoculation yielded a significantly higher rate of positive responses than the Center for Disease Control ads.

- **Legislative and other policy strategies (n=2 studies)**
  - The experimental randomized study in Hong Kong found that legislation may deter the sharing of healthcare information that users perceive as true but cannot deter them from sharing the healthcare misinformation they perceive as fake.
  - An interrupted time series study found that a Facebook policy to restrict anti-vaccine posting had a small effect in reducing the number of posts, which remained steady after the policy.

- **Economic strategies (n=2 studies)**
  - Two experimental randomized studies conducted in Hong Kong and the U.K. found that financial incentives might not have a beneficial effect in reducing the willingness to share misinformation.

- **Curatorial strategies (n=0 studies)**
  - No evidence identified.

- **Key findings in relation to investigative strategies (n=0 studies)**
  - No evidence identified.
Background

Increasing digitalization and use of social media is a double-edged sword. It creates opportunities to rapidly communicate and disseminate information to address social challenges, and is therefore an important tool for reaching individuals and communities. However, as emphasized by the United Nations (UN), digital technologies and social media also have the potential of introducing misinformation to citizens. Misinformation, which refers to “information that is false, inaccurate, or misleading according to the best available evidence at the time,” can delay or prevent effective care, affect mental health, lead to misallocation of health resources and/or create or exacerbate public-health crises. Disinformation or malinformation are other common terms, but refer to instances "…when misinformation is used to serve a malicious purpose, such as to trick people into believing something for financial gain or political advantage.”

Misinformation can affect some members of society more than others (e.g., those with lower digital, numerical and health literacy and/or cognitive skills are more vulnerable to misinformation), and therefore these groups may be more exposed to health threats, leading to greater social and health inequities. A systematic review conducted in 2021 found the groups most vulnerable to health-related misinformation include younger people, those with lower educational attainment, racial minorities, and social media users. The disproportionate impact on women, trans, and nonbinary people has also been highlighted. For instance, a report published by Plan International Australia shows that those groups are bombarded with stereotypes and misleading facts about their bodies.

Box 1: Approach and supporting materials

We retrieved candidate studies by searching seven electronic databases: Medline, Embase, CINAHL, PsycINFO, COVID-END inventory of best evidence syntheses, Epistemonikos, and pre-print servers (MedRxiv); as well as sources for grey literature (Google Scholar, Open Science Framework and greynet.org). Search terms were developed with the collaboration of a library scientist using medical subject headings (MeSH) and text words related to forms of misinformation and interventions. Searches were focused on studies conducted with humans and published since database inception until 4 May 2023. Searches will be updated at six and nine months after the original search. Our detailed search strategy is included in Appendix 1.

We included original articles without language restrictions that evaluate one or more of the potential responses to health-related misinformation listed in Table 3. We included experimental, quasi-experimental, and observational studies for any populations, settings, and diseases (i.e., we will not limit to only COVID misinformation). Outcomes considered include change in attitudes/behaviour, health benefits, harms, and costs. We excluded evidence syntheses but reviewed their references to identify additional studies to include. A full list of included studies is provided in Appendix 2. Studies excluded at the last stages of reviewing are provided in Appendix 3.

Population of interest: general population (stratified by age, gender and sex, users of different social media and platforms).

Intervention and control/comparator: different strategies including, monitoring and fact-checking, counter-misinformation campaigns, credibility labelling, educational, curatorial, narrative, technical and algorithmic, economic, legislative and other policy, and investigative.

Outcomes: Change in attitudes/behaviour, health benefits, harms, costs.

Data extraction: Data extraction was conducted by one team member and checked by another.

Critical appraisal: We have not yet conducted critical appraisal of included studies for risk of bias and certainty of evidence, but this is prioritized for the next version of the LES. For risk of bias, we will use the Cochrane risk of bias tool (RoB 2) for any experimental studies. For observational study designs, we will use a version of ROBINS-I that was enhanced for assessment of cohort studies in a series of living evidence syntheses evaluating COVID-19 public health and social measures. We will also use the GRADE approach for assessing the certainty of evidence for the outcomes identified. One reviewer independently conducted the assessments, then was checked for accuracy by another reviewer. Any discrepancies between reviewers were solved through consensus.

Summaries: We summarized the evidence by presenting narrative evidence profiles across studies by outcome measure. When appropriate, statistical pooling of results was performed.

The next update to this document will be provided in Summer 2024.
and their health.(11) This was found to lead to feeling unsafe because of online health information and questioning whether to get COVID-19 vaccines.

Extensive COVID-19-related misinformation and a constantly evolving social media landscape have spurred efforts to mitigate the spread of falsehoods that undermine public trust in evidence-based care. Such efforts were a focus in a report from the Broadband Commission for Sustainable Development (14) and in the Global Commission on Evidence. (13) Individuals can engage with misinformation through different sources.(15) In particular, while social-media platforms are a key driver of misinformation,(3; 16) it is not well understood since data is not publicly available for analysis, and because many popular platforms (e.g., Instagram, YouTube, TikTok, Facebook, and Pinterest), use visual content instead of text.(15) For example, a study that analyzed 800 vaccine-related Pinterest posts found that 74% were anti-vaccine in sentiment.(17; 18)

Although vaccines were the most common topic of misinformation before COVID-19,(19) other common topics for misinformation include reproductive health, substance use or smoking, non-communicable diseases, pandemics, eating disorders, and medical treatments.(19) Governments have employed a variety of strategies designed to debunk misinformation, including monitoring and fact-checking, economic incentives, and legislative policies.(20-23) These strategies must be assessed and compared in terms of impacts and effects on health outcomes and behaviour change. For instance, one older evidence synthesis found that correcting misinformation has a moderate influence on belief in misinformation, rebuttals are more effective than forewarnings, and appeals to coherence are more effective than fact-checking and appeals to credibility.(24) However, the rapid evolution of platforms for information sharing, and growth and innovation of misinformation actors means that previously synthesized evidence may no longer be valid to understand current misinformation challenges. In particular, the rapid expansion of artificial intelligence (AI) has many implications for misinformation, which will need to be better understood. This includes the potential for AI to amplify or propagate misinformation, but also for it to be used as a tool to address misinformation (e.g., through automated fact checking and credibility labelling.(25) Given this, there is a need for new high-quality and routinely updated evidence syntheses from trusted sources that assess the comparative impact of different strategies.

In 2020, the International Telecommunication Union (ITU) and United Nations Educational, Scientific and Cultural Organization (UNESCO) sponsored the Broadband Commission for Sustainable Development. This Commission developed a report about countering digital misinformation while respecting freedom of expression. (14) The report provides a framework for ten potentially effective responses to misinformation and the possible intersections with freedom-of-expression rights,(14) which is outlined in Table 1 along with a classification of five categories of governmental strategies to address COVID-19 misinformation identified in a non-systematic review conducted in 2021.(26)

Table 1: Potential responses to misinformation (table adapted from: “Broadband Commission research report on ‘Freedom of Expression Addressing Disinformation on the Internet’” and “Governmental actions to address COVID-19 misinformation”) (14; 26)

<table>
<thead>
<tr>
<th>Response/strategy</th>
<th>Description</th>
<th>Purpose of the strategy</th>
<th>Intersections with freedom-of-expression rights</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monitoring and fact-checking</td>
<td>Ongoing monitoring and timely exposing misinformation (e.g., debunked claims) and fact-checking new claims. Judgement of trained professionals employed by independent organizations, even when helped by automation.</td>
<td>Mitigating dissemination of misinformation, false information, and misinformation.</td>
<td>Can mitigate the risk of infringing on freedom-of-expression rights.</td>
</tr>
<tr>
<td>Counter-misinformation campaigns</td>
<td>Specialized units to develop counter-narratives to challenge misinformation and mobilizing online communities to spread high-quality evidence.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Credibility labelling</td>
<td>Content-verification tools, web-content indicators, signposting to credible evidence sources, and website-credibility labelling</td>
<td>Disseminating and increasing access to accurate information</td>
<td></td>
</tr>
<tr>
<td>----------------------</td>
<td>------------------------------------------------------------------------------------------------------------------------</td>
<td>---------------------------------------------------------</td>
<td></td>
</tr>
<tr>
<td>Educational</td>
<td>Develop citizens’ media/information literacy for critical-thinking and digital-verification, and journalists’ information literacy</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Curatorial</td>
<td>Point users to credible evidence sources, which can be used by news media, social media, messaging and search platforms</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Narrative</td>
<td>Public condemnations of misinformation and recommendations to address it, often by political and societal leaders</td>
<td>Restricting access to inaccurate information</td>
<td></td>
</tr>
<tr>
<td>Technical and algorithmic</td>
<td>Ranges from human learning to machine learning and other artificial-intelligence approaches to identify misinformation, provide additional context, and limit spread</td>
<td>Automation of appeal processes can infringe on freedom-of-expression rights</td>
<td></td>
</tr>
<tr>
<td>Economic</td>
<td>Advertising bans, demonetizing specific content (e.g., for COVID-19) and approaches to remove misinformation incentives</td>
<td>Addressing commercial fraud</td>
<td>Can be misused as a form of private censorship</td>
</tr>
<tr>
<td>Legislative and other policy</td>
<td>Criminalize acts of misinformation, directing Internet communication companies to take down content, and providing material support for credible information sources</td>
<td>Criminalizing expressions of disinformation</td>
<td>Can be misused to weaken legitimate journalism and infringe on freedom-of-expression rights</td>
</tr>
<tr>
<td>Investigative</td>
<td>Examine instigators, degree and means of spread, money involved, and affected communities</td>
<td>Can inform legislative and other responses</td>
<td></td>
</tr>
</tbody>
</table>

**Objective**

To synthesize and continually update empirical evidence on strategies to address health-related misinformation in different settings and across diverse populations.

**What we found**

After removing duplicates, we screened 2,085 titles and abstracts; and selected 93 as eligible. After full-text review, 60 studies were included in this LES (see Figure 3 for the PRISMA chart, and Appendix 3 for the list of studies excluded). Most studies were published in 2020 and after, only four studies were published before 2020.(27-30) See Table 2 for details of all included studies.

Some of the studies were conducted online not limited at any geographic region (n=9), the rest of studies were conducted in Australia (n=2), Brazil (n=2), Canada (n=1), China (n=3), France (n=1), Ghana (n=1), Guatemala (n=1), Hong Kong (n=3), Israel (n=1), Italy (n=2), Korea (n=1), Nigeria (n=1), Sierra Leone (n=1), the Netherlands (n=2), U.S. (n=25), U.K. (n=1), Zimbabwe (n=1), three multi-country, one in Kyrgyzstan, India, and the U.S.; other in the U.S., Mexico, the U.K., Germany, and Spain; and the last one in U.S., Australia, and Canada.

Most studies (n=39) came from behavioural sciences. The specific study designs were experimental randomized studies (n=41), machine learning–based approaches (n=6),(31-36) quasi experimental (n=5),(28; 37-40) implementation research (n=3),(41-43) cross-sectional (n=2),(44; 45) qualitative research (n=2),(46; 47) observational study (n=1),(48) and interrupted time-series (n=1).(49)
The interventions addressed in the included studies (some studies addressed more than one strategy) were monitoring and fact-checking (n=24),(27; 29; 30; 41-43; 46; 48; 50-65) counter-misinformation campaigns (n=5),(37; 42; 44; 47; 66) credibility labelling (n= 6),(32; 34; 67-70) educational (n=26),(28; 35; 38-40; 45; 53; 55; 58; 60-62; 64; 65; 71-82) narrative (n=2),(83; 84) technical and algorithmic (n=7),(31-36; 71) economic (n=2),(20; 69) and legislative and other policy (n=2).(20; 49)

The topics addressed (some studies addressed more than one topic) were COVID-19 (n=31),(32; 33; 35-37; 39-42; 44-46; 48; 50; 53; 55-57; 59; 66; 67; 71-73; 76-78; 81; 83; 84) vaccination (excluding for COVID-19) (n=14),(30; 32; 34; 40-42; 49; 52; 53; 58; 60; 62; 70; 83) human papilloma virus (n=4),(30; 31; 54; 74) and other health topics (n=18).(20; 27-29; 38; 43; 47; 61; 63-65; 68; 69; 75; 79; 80; 82; 85)

Seven studies provided disaggregated analysis by gender. Studies were conducted in Brazil (n=2), Guatemala (n=1), Hong Kong (n=1), the U.S. (n=1), Zimbabwe (n=1), and a multi-country in Kyrgyzstan, India, and the U.S. (n=1).

All studies identified were mapped according to the 10 responses/strategies to counter misinformation presented in Table 1. We identified evidence for eight of the ten types, including evidence for monitoring and fact-checking, counter-misinformation campaigns, credibility labelling, educational, narrative, technical and algorithmic, economic, and legislative and other policy. There was no evidence identified for curatorial and investigative responses/strategies.

We provide a high-level overview of the key findings for each strategy in Figures 1 and 2 below, which is followed by a detailed description of the principal findings for each response/strategy (see Table 3 for details). The findings are presented by those that we found to be effective at reducing misinformation, followed by those for which we found limited or no evidence for reducing misinformation.
Figure 1: Strategies that have supporting evidence about their effectiveness in addressing misinformation

**Educational**
- 26 studies
  - Eight randomized controlled trials from the US
    - Changing the beliefs of people exposed to misinformation (but not for stimulating intentions to take protective action)
  - Twelve trials from a broad range of countries
    - Changing the beliefs of people exposed to misinformation
    - Stimulating intentions to take protective actions
    - Improving knowledge about a topic
    - Changing the willingness to share misinformation
    - Enhancing the ability to discriminate misinformation

**Monitoring and fact-checking**
- 24 studies*
  - Stimulating intentions to take protective actions
  - Changing the beliefs of people exposed to misinformation
  - Changing willingness to share misinformation

**Technical and algorithmic**
- 7 studies**
  - Six machine-learning studies
    - Identifying misinformation
  - One trial and one machine-learning study
    - Changing the beliefs of people exposed to misinformation

**Credibility labeling**
- 6 studies***
  - Improving the ability to evaluate a given message critically
  - Identifying reliable information

**Counter-misinformation campaigns**
- 5 studies
  - Stimulating intentions to take protective actions
  - Improving knowledge about a health topic
  - Reducing beliefs in misinformation

---

*Monitoring and fact-checking
1) Studies reported that the positive effect of monitoring and fact-checking is stronger if the source of the fact-checking is provided (one study), that the format of the correction does not make a considerable difference in effectiveness (one study), and that humorous corrections might produce more attention to the misinformation text than non-humor corrections, but not improve credibility of the correction (two studies)
2) Two studies explored the familiarity backfire effect and reported that corrections that exposed participants to novel misinformation did not lead to stronger misconceptions compared to people never exposed to false claims or corrections, suggesting that it is safe to repeat misinformation when correcting it, even when the audience might be unfamiliar with the misinformation

**Technical and algorithmic strategies**
1) Two studies, one trial and one machine learning study, found that interacting with a chatbot for a few minutes significantly increased people’s intentions to get vaccinated and positively impacted their attitudes toward COVID-19 vaccination

***Credibility labeling
1) One trial in the U.S. reported that fact-checking labels attached to misinformation posts made vaccine attitudes more positive than the misinformation control condition, especially when the labelling was performed by universities and health institutions.
<table>
<thead>
<tr>
<th>Category</th>
<th>Studies</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>Narrative</td>
<td>2 studies</td>
<td>• Changing the willingness to share misinformation</td>
</tr>
<tr>
<td>Legislative and policy*</td>
<td>2 studies</td>
<td>• Changing the willingness to share misinformation</td>
</tr>
<tr>
<td>Economic</td>
<td>2 studies**</td>
<td>• Changing the willingness to share misinformation</td>
</tr>
<tr>
<td>Curational</td>
<td>No studies identified</td>
<td></td>
</tr>
<tr>
<td>Investigative</td>
<td>No studies identified</td>
<td></td>
</tr>
</tbody>
</table>

*Legislative and policy strategies
1) One experimental randomized study conducted in China found a mediating or suppressing effect of follower count (in social media) in the relationship between a debunker’s identity (celebrity, media, or government) and sharing behaviour.
2) Another experimental randomized study that was conducted in the U.S. found that ads featuring peer modelling with psychological inoculation yielded a significantly higher rate of positive responses than the Center for Disease Control ads.

**Economic strategies
1) An experimental randomized study in Hong Kong found that legislation may deter the sharing of healthcare information that users perceive as true but cannot deter them from sharing the healthcare misinformation they perceive as fake.
2) An interrupted time series study found that a Facebook policy to restrict anti-vaccine posting had a small effect in reducing the number of posts, which remained steady after the policy.
Strategies identified as effective at reducing misinformation

Educational

We identified 26 studies, (28; 35; 38-40; 45; 53; 55; 58; 60-62; 64; 65; 71-82) which were conducted in Australia (n=2), Brazil (n=2), China (n=1), Hong Kong (n=2), France (n=1), Italy (n=1), Nigeria (n=1), Sierra Leone (n=1), the U.S. (n=11), multi-country (n=3), and online not linked to a geographic region (n=1). The health topics addressed were COVID-19 (n=13), vaccines (n=4), and other topics (n=9). The study designs were experimental randomized studies (n=20), quasi experimental (n=4), cross-sectional (n=1), and machine learning–based approaches (n=1). Overall, 23 studies enrolled 39,782 participants, 19,956 were women (50.2%).

Among the experimental randomized studies, eight were conducted exclusively in the U.S. Overall, those studies found that educational strategies are effective for changing the beliefs of people exposed to misinformation, (60; 62; 64; 80; 82) but not effective for stimulating intentions to take protective actions when compared to not providing education. (64; 77; 79) For instance, one study that tested the efficacy of a structured reading support intervention for evaluation and critique on cultivating a critical awareness of flawed scientific claims in an online setting, found no difference with people not receiving the intervention. (79) Additionally, one study reported that news literacy messages can alter misinformation perceptions and beliefs, but not with a single message. (80) Another study found that educational messages were more persuasive when delivered by a non-expert, and that an expert speaker increased the persuasiveness of videos only when the evidence provided was statistical. (75)

The other 12 experimental randomized studies were conducted in different countries (e.g., Australia, Brazil, Canada, China, France, Germany, Hong Kong, India, Italy, Mexico, Sierra Leone, Spain, and the U.K.). Those studies found educational strategies to be effective for stimulating intentions to take protective actions when compared to not providing education, (53; 61; 71; 74) changing the beliefs of people exposed to misinformation, (61; 65; 71; 78; 81) improving knowledge about a topic, (55; 74; 81) changing the willingness to share misinformation, (73; 78) and enhancing the ability to discriminate misinformation. (76) Additionally, one study in Australia found no evidence that repeating myths increased agreement with myths compared with other debunking strategies. (58) Another study conducted in Italy reported that among participants with higher levels of conspiracy mentality, those exposed to counterfactual pre-bunking rated fake news headlines less plausible than those in a control condition. (72)

Among the four quasi experimental studies, two found educational strategies to be effective for stimulating intentions to take protective actions when compared to not providing education, (40) and for improving knowledge about a topic. (28) The other two studies found educational interventions not to be effective for increasing belief accuracy. (38; 39)

Additionally, one cross-sectional study in Brazil examined the extent to which WhatsApp users might be willing to correct their peers who might share COVID-19 misinformation. The study found a pattern of how different demographics influenced the three types of social correction behaviours. Younger participants exhibited greater passivity in engaging with social correction, while higher educational attainment was associated with providing correction to the original sender, and male participants were more likely to send the correction to an entire group. (45) One machine learning study in the U.S. found that providing factual information on Twitter leads to a decrease in misinformation. (35)

Monitoring and fact-checking

We identified 24 studies, (27; 29; 30; 41-43; 46; 48; 50-65) which were conducted in Australia (n=2), China (n=1), Ghana (n=1), Hong Kong (n=1), Italy (n=1), Sierra Leone (n=1), the U.S. (n=13), a multi-country study in Australia, Canada and the U.S. (n=1), and studies performed online that were not linked to any geographical region (n=3). Studies addressed different health misinformation topics, with COVID-19 being the most common (n=8), followed by vaccines (n=6). The study designs were experimental randomized studies (n=19), implementation
research (n=3), and qualitative research (n=1). Overall, 21 studies enrolled 12,664 participants, 5,439 were women (42.9%).

Among the experimental randomized studies, eleven were conducted exclusively in the U.S. Overall, those studies found that monitoring and fact-checking strategies are effective for stimulating intentions to take protective actions when compared to not providing corrections, (29; 50; 52; 62; 86) and that those strategies might change the beliefs of people exposed to misinformation. (56; 59; 64) as well as their willingness to share misinformation. (57) Studies also reported that the positive effect of monitoring and fact-checking is stronger if the source of the fact-checking is provided, (29) that the format of the correction does not make a considerable difference in effectiveness, (60) and that humorous corrections might produce more attention to the misinformation text than non-humorous corrections, but not improve credibility of the correction. (30; 54) Additionally, two studies explored the familiarity backfire effect, and reported that corrections that exposed participants to novel misinformation did not lead to stronger misconceptions compared to people never exposed to false claims or corrections; suggesting that it is safe to repeat misinformation when correcting it, even when the audience might be unfamiliar with the misinformation. (51; 60)

The other eight experimental randomized studies were conducted in different countries (e.g., Australia, Canada, Hong Kong, Israel, Sierra Leone). Those studies also found monitoring and fact-checking strategies effective for stimulating intentions to take protective actions when compared to not providing corrections, (53; 61) improving knowledge about a health topic, (61) and reducing beliefs in misinformation. (27; 58; 65) Additionally, one study in Australia investigated the impact of misinformation on the willingness-to-pay for an unproven treatment and the propensity to share misinformation online. The study found that both tentative and enhanced refutations reduced demand for the treatment (18% and 25%, respectively) and misinformation promotion (29% and 55%). (55)

The three implementation research studies described programs for monitoring and fact-checking in the U.S., Ghana, (41) and Italy. (43) The effectiveness of those programs was not evaluated; however, they reported that the targeted population was reached in each country.

One qualitative study conducted in China found that since rumours in public-health crises often involve different objects, rumour refutation requires various information sources and, therefore, different rumour-debunking models apply. Such socialized rumour-debunking models can be categorized into government-led, media-led, scientific community-led, rumour-debunking platform-led and multi-agent collaborative models. (46) The government-led model features authenticity but has limited scope of dissemination. The media-led model utilizes its resources to quickly contact relevant departments and parties and verify the rumour before releasing rumour-debunking information, and the advantage of this is approach is the ability to produce instantaneous responses. Scientific community-led models debunk information through means such as knowledge exchange, joint publication, and mutual reviews, which are then followed by releasing rumour-debunking articles. This model is scientifically viable but limited in scope. The rumour-debunking platform-led model collects clarifications on local rumours released by departments and media platforms, and normally has a regionally limited scope. The multi-agent collaborative model promotes the transition of the rumour-debunking model from the traditional path of “rumour emerges—government and media dispel the rumour” to “rumour emerges—users report the rumour—the rumour is dispelled jointly”. (46)

**Technical and algorithmic**

We identified seven studies, (31-36; 71) which were conducted in France (n=1), the Netherlands (n=1), U.S. (n=1), and online not linked to a geographic region (n=4). The health topics addressed were COVID-19 (n=5) and HPV (n=2). The study designs included machine learning–based approaches (n=6) and an experimental randomized study (n=1). Overall, four studies enrolled 8,040 participants, 4,737 were women (58.9%).

The six machine learning studies reported effectiveness of different models in identifying misinformation. (32-36) Specifically, one study developed a chatbot named DR-COVID with an ensemble Natural Language Processing
(NLP) model on the Telegram platform and evaluated various performance metrics and multi-lingual text-to-text translation to Chinese, Malay, Tamil, Filipino, Thai, Japanese, French, Spanish, and Portuguese. (36) This chatbot responded accurately to open-ended, COVID-19 related questions, achieving an overall accuracy of 0.838 [95% CI: 0.826-0.851]. (36) Two studies reported effectiveness in the identification and classification of HPV vaccine misinformation on Reddit. (31; 34) One study found a superior performance of credibility labelling when using the deep learning models compared with other machine learning models (XGBoost) for a relatively larger training set, and the study recommended machine learning BERT because it was able to predict most of the misinformation. (32)

Two studies, one experimental randomized study and one machine learning study, found that interacting with a chatbot for a few minutes significantly increased people’s intentions to get vaccinated and positively impacted their attitudes toward COVID-19 vaccination, (71) and that providing factual information on Twitter leads to a decrease in misinformation (i.e., suppression) with a time lag. (35)

Credibility labelling

We identified six studies, (32; 34; 67-70) which were conducted in the Netherlands (n=2), U.S. (n=2), U.K. (n=1), and online not linked to a geographic region (n=1). The health topics addressed were COVID-19 (n=2), vaccines (n=2), and other topics (n=2). The study designs were experimental randomized studies (n=4), and machine learning–based approaches (n=2). Overall, four studies enrolled 8,040 participants, 4,737 were women (58.9%).

Among the four experimental randomized studies, three reported no evidence of effectiveness for credibility labelling on the ability to critically evaluate a given message, (67) or accuracy in identifying misinformation. (68; 69) Only one study in the U.S. reported that fact-checking labels attached to misinformation posts made vaccine attitudes more positive than the misinformation control condition, especially when the labelling was performed by universities and health institutions. (70)

Two studies of machine learning–based approaches found those strategies successful for classifying reliable information compared to unreliable information. (32; 34) One study found a superior performance of credibility labelling when using deep learning models compared with XG Boost for a relatively larger training set, and the study recommended BERT (Bidirectional Encoder Representations from Transformers) because it was able to predict most of the misinformation. (32)

Counter-misinformation campaigns

We identified five studies, (37; 42; 44; 47; 66) which were conducted in Canada (n=1), Guatemala (n=1), U.S. (n=1), Zimbabwe (n=1), and Korea (n=1). The health topics addressed were COVID-19 (n=4), and cancer (n=1). The study designs were experimental randomized studies (n=1), quasi experimental (n=1), cross-sectional (n=1), implementation research (n=1), and qualitative research (n=1). Overall, three studies enrolled 2,470 participants, 1,411 were women (57.1%).

Overall, misinformation campaigns were reported effective for stimulating intentions to take protective actions, (37) improving knowledge about a health topic, (44; 66) and reducing beliefs in misinformation. (44) In Guatemala, after adjusting by age, community, sex and language, people from Indigenous Maya communities who watched a misinformation campaign (videos) had 1.78 times the odds (95% CI 1.14 to 2.77) of getting vaccinated compared with those who did not see the videos. (37) In Canada, after completing a misinformation campaign (videos), South Asian youth participants from the Greater Toronto and Hamilton Area, reported an increase in their self-reported knowledge regarding the COVID-19 vaccine from 73.3% to 100.0% (p=0.005), and their self-reported confidence to have a conversation about the vaccine with their unvaccinated community members increased from 63.6% to 100.0% (p=0.002). (44) One study in the U.S. used media monitoring to work with Hispanic social media influencers, volunteers, and celebrities to spread pro-vaccine messaging online, with radio use reaching 26.9 million people, and op-eds reaching 2.9 million people. (42) In a survey of a sample of people in Zimbabwe who received a
misinformation campaign (messages to WhatsApp), a 0.26 standard deviation increase in knowledge about COVID-19 was found.(66)

**Strategies found to have limited or no evidence for reducing misinformation**

**Narrative**

We identified two experimental randomized studies,(83; 84) which were conducted in China and the U.S., and both addressing COVID-19.

One study in China found a mediating or suppressing effect of follower count (in social media) in the relationship between a debunker's identity (celebrity, media, or government) and sharing behaviour. However, the debunker's identity did not have a positive effect on the sharing of debunking information when controlling for mediating variables.(84) The other study in the U.S. used advertisements for Facebook providing video testimonials from peer role models promoting vaccination, and found that ads featuring peer modelling with psychological inoculation yielded a significantly higher rate of positive responses than Centers for Disease Controls (CDC) ads (30.5 versus 14.9/1000 people reached in English and 49.7 versus 31.5/1000 in Spanish; P < 0.001 for both English and Spanish rate comparisons).(83)

**Legislative and other policy**

We identified two studies,(20; 49) one conducted in Hong Kong and the other not linked to a geographic region. One study addressed COVID-19 and the other addressed several health topics. One study was an experimental randomized design, and the other an interrupted time series.

The experimental randomized study in Hong Kong conducted an online experiment to test the role of financial incentives and legislation in disseminating online healthcare misinformation. The study found that legislation may deter the sharing of healthcare information that users perceive as true, but cannot deter them from sharing the healthcare misinformation they perceive as fake.(20) The interrupted time series study retrieved all posts published by eligible pages six months before and after a Facebook policy to restrict anti-vaccine posting, and found that although the effect of Facebook’s vaccine misinformation policy was statistically significant, the effect size was relatively small, after scaling for the number of subscribers and the volume of anti-vaccine posts remained steady after the policy.(49)

**Economic**

We identified two experimental randomized studies,(20; 69) which were conducted in Hong Kong and the U.K. and addressed different health topics.

Overall, both studies found that financial incentives might not have a beneficial effect in reducing the willingness to share misinformation.(20; 69) One study in Hong Kong found that financial incentives have a stronger impact on attracting readers to share healthcare misinformation that they perceive to be fake.(20) The study also reported that the power of financial incentives may demonstrate a marginal diminishing effect, while a small financial incentive may help foster healthcare information dissemination, and increasing the size of financial incentives may not foster the same level of additional dissemination effect.(20) One study in the U.K. found that paying participants to be accurate increased an accuracy score but not the proportion of participants correctly guessing the scientific validity of the posts. In contrast, the presence of the pop-up seemed not to directly affect any indicator of accuracy, but increased the reasoning techniques, suggesting an indirect effect of a pop-up.(69)

**Curatorial**

No evidence identified.
Investigative

No evidence identified.

Conclusions

The evidence indicates that educational strategies, technical and algorithmic strategies aimed to identify misinformation, monitoring and fact-checking, credibility labelling, and counter-misinformation campaigns have a beneficial effect in reducing misinformation. Some strategies like education and monitoring and fact-checking were found to be effective in changing the beliefs of people exposed to misinformation and even stimulating intention to take protective actions. Other strategies like credibility labelling and counter-misinformation campaigns were effective in helping people to identify misinformation or in improving their ability to evaluate a given message critically. Studies that evaluated strategies for debunking misinformation found that fact-checking is more effective when the source is provided, that the format of a correction does not make a considerable difference in effectiveness, and that it might be safe to repeat misinformation when correcting it, even when the audience is unfamiliar with the misinformation. We found limited evidence about narrative, economic and legislative and other policy strategies and evidence that was identified pointed to negligible beneficial effects related to changing the willingness of people to share misinformation. However, no conclusions can be drawn from the limited evidence available about these strategies. Lastly, this version did not identify evidence addressing curatorial and investigative strategies. Given the limited evidence available about narrative, economic and legislative and other policy strategies, as well as the lack of evidence about curatorial and investigative strategies, these are essential areas for further primary studies to be conducted to evaluate their effectiveness.

Next steps

We are currently conducting a new LES focused on assessing strategies to address misinformation related to political institutions that will complement the findings from this LES. In addition, we plan to incorporate the following enhancements to this LES in the next version that we will produce in summer 2024:

• add an enhanced plain-language summary of findings that is co-produced with citizen partners
• update searches to identify new studies that meet our inclusion criteria, which will be incorporated in the findings
• extract and incorporate insights about tactics (e.g., formats, humour, how and what types of evidence is presented, who produced the evidence) that can be used (e.g., using social-media platforms) for strategies identified in the LES (e.g., for monitoring and fact checking, counter-misinformation campaigns and credibility labelling)
• finalize and add risk of bias assessments to summary and interpretation of findings
• conduct GRADE profiles and incorporate in the summary and interpretation of findings.
<table>
<thead>
<tr>
<th>Reference</th>
<th>Jurisdiction</th>
<th>Study design</th>
<th>Type of response/strategy</th>
<th>Detail of intervention</th>
<th>Condition studied</th>
<th>Gender/sex analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yang 2023 (36)</td>
<td>Online in several languages</td>
<td>Natural Language Processing chatbot</td>
<td>Technical and algorithmic</td>
<td>Natural Language Processing-based Artificial Intelligence</td>
<td>COVID-19</td>
<td>No</td>
</tr>
<tr>
<td>Ma 2023 (76)</td>
<td>China</td>
<td>Behavioural research (experimental randomized study)</td>
<td>Educational</td>
<td>Inoculation theory</td>
<td>COVID-19</td>
<td>No</td>
</tr>
<tr>
<td>Abascal 2022 (37)</td>
<td>Guatemala</td>
<td>Before and after study</td>
<td>Counter-misinformation campaigns</td>
<td>Linguistically and culturally tailored social media ad campaign</td>
<td>COVID-19</td>
<td>Yes</td>
</tr>
<tr>
<td>Kim 2022 (74)</td>
<td>Online</td>
<td>Behavioural research (experimental randomized study)</td>
<td>Educational</td>
<td>Message-framing tactics</td>
<td>Human papillomavirus (HPV)</td>
<td>No</td>
</tr>
<tr>
<td>Kandasamy 2022 (44)</td>
<td>Canada</td>
<td>Cross-sectional and one-group pretest-post-test design</td>
<td>Counter-misinformation campaigns</td>
<td>Public health programme to mobilise and empower (campaign)</td>
<td>COVID-19</td>
<td>No</td>
</tr>
<tr>
<td>Xue 2022 (48)</td>
<td>Online in English</td>
<td>Observational study</td>
<td>Monitoring and fact-checking</td>
<td>Natural Language Processing-based Artificial Intelligence</td>
<td>COVID-19</td>
<td>No</td>
</tr>
<tr>
<td>Vraga 2022 (64)</td>
<td>US</td>
<td>Behavioural research (experimental randomized study)</td>
<td>Monitoring and fact-checking Educational</td>
<td>Debunking</td>
<td>Sunscreen and skin cancer</td>
<td>No</td>
</tr>
<tr>
<td>Folkvord 2022 (67)</td>
<td>The Netherlands</td>
<td>Behavioural research (experimental randomized study)</td>
<td>Credibility labelling</td>
<td>Protective message</td>
<td>COVID-19</td>
<td>No</td>
</tr>
<tr>
<td>Winters 2021 (65)</td>
<td>Sierra Leone</td>
<td>Randomized controlled trial</td>
<td>Monitoring and fact-checking Educational</td>
<td>Debunking</td>
<td>Malaria and typhoid</td>
<td>No</td>
</tr>
<tr>
<td>Zhang 2021 (70)</td>
<td>US</td>
<td>Behavioural research (experimental randomized study)</td>
<td>Credibility labelling</td>
<td>Fact-checking labelling</td>
<td>Vaccines</td>
<td>No</td>
</tr>
<tr>
<td>Stekelenburg 2021 (39)</td>
<td>US</td>
<td>Behavioural research (quasi-experimental study)</td>
<td>Educational</td>
<td>Intervention aimed at increasing belief accuracy</td>
<td>COVID-19</td>
<td>No</td>
</tr>
<tr>
<td>Kim 2021 (54)</td>
<td>US</td>
<td>Behavioural research (experimental randomized study)</td>
<td>Monitoring and fact-checking</td>
<td>Message attention and credibility</td>
<td>HPV</td>
<td>No</td>
</tr>
<tr>
<td>Du 2021 (31)</td>
<td>Online (Reddit)</td>
<td>Machine Learning–Based Approaches</td>
<td>Technical and algorithmic</td>
<td>Machine learning based methods</td>
<td>HPV</td>
<td>No</td>
</tr>
<tr>
<td>Vandormael 2021 (81)</td>
<td>U.S., Mexico, the U.K., Germany, and Spain</td>
<td>Randomized controlled trial</td>
<td>Educational</td>
<td>Video for prevention</td>
<td>COVID-19</td>
<td>No</td>
</tr>
<tr>
<td>Bowles 2020 (66)</td>
<td>Zimbabwe</td>
<td>Experimental randomized study</td>
<td>Counter-misinformation campaigns</td>
<td>Dissemination of messages aimed at targeting misinformation</td>
<td>COVID-19</td>
<td>Yes</td>
</tr>
<tr>
<td>Gesser-Edelsburg 2018 (27)</td>
<td>Israel</td>
<td>Behavioural research (mixed methods including an experimental randomized design)</td>
<td>Monitoring and fact-checking</td>
<td>Information correction</td>
<td>Measles</td>
<td>No</td>
</tr>
<tr>
<td>Reference</td>
<td>Jurisdiction</td>
<td>Study design</td>
<td>Type of response/strategy</td>
<td>Detail of intervention</td>
<td>Condition studied</td>
<td>Gender/sex analysis</td>
</tr>
<tr>
<td>-----------------</td>
<td>----------------</td>
<td>-----------------------------------</td>
<td>-----------------------------------------------------------------</td>
<td>----------------------------------------------------------------------------------------</td>
<td>-----------------------------------</td>
<td>---------------------</td>
</tr>
<tr>
<td>Panizza 2022 (69)</td>
<td>UK</td>
<td>Behavioural research (experimental randomized study)</td>
<td>Credibility labelling *not sure if is better classified as fact checking) Economic</td>
<td>Pop-ups meant to advise participants to fact-check and other intervention based on monetary incentives</td>
<td>Climate change Eating chocolate Vaccines for COVID-19</td>
<td>No</td>
</tr>
<tr>
<td>Duarte 2022 (38)</td>
<td>Brazil</td>
<td>Before and after study</td>
<td>Educational</td>
<td>Intervention to increase literacy</td>
<td>Coconut oil intake</td>
<td>Yes</td>
</tr>
<tr>
<td>Gu 2022 (49)</td>
<td>Online</td>
<td>Interrupted time series</td>
<td>Legislative and other policy</td>
<td>Facebook policy (2019) on user endorsements of vaccine content on its platform</td>
<td>Vaccines</td>
<td>No</td>
</tr>
<tr>
<td>Khan 2021 (33)</td>
<td>Online</td>
<td>Machine Learning-Based Approaches</td>
<td>Technical and algorithmic posts</td>
<td>Algorithm to classify misinformation posts</td>
<td>COVID-19</td>
<td>No</td>
</tr>
<tr>
<td>Vijaykumar 2021 (45)</td>
<td>Brazil</td>
<td>Cross-sectional</td>
<td>Educational</td>
<td>Social correction behaviours in WhatsApp</td>
<td>COVID-19</td>
<td>Yes</td>
</tr>
<tr>
<td>Kirkpatrick 2021 (75)</td>
<td>US</td>
<td>Behavioural research (experimental randomized study)</td>
<td>Educational</td>
<td>Prospect Theory, Loss-Framing, and Perceived Severity (Youtube)</td>
<td>-Measles, Mumps, Rubella (MMR) -COVID-19</td>
<td>No</td>
</tr>
<tr>
<td>Featherstone 2020 (52)</td>
<td>US</td>
<td>Behavioural research (experimental randomized study)</td>
<td>Monitoring and fact-checking</td>
<td>Refutational messages</td>
<td>Vaccines</td>
<td>No</td>
</tr>
<tr>
<td>Moore 2016 (28)</td>
<td>US</td>
<td>Before and after study</td>
<td>Educational</td>
<td>Conferences</td>
<td>Escherichia coli O157:H7 in cattle</td>
<td>No</td>
</tr>
<tr>
<td>Vraga 2018 (29)</td>
<td>US</td>
<td>Behavioural research (experimental randomized study)</td>
<td>Monitoring and fact-checking</td>
<td>Social correction (Facebook and Twitter)</td>
<td>Zika</td>
<td>No</td>
</tr>
<tr>
<td>Vraga 2019 (30)</td>
<td>Online</td>
<td>Behavioural research (experimental randomized study)</td>
<td>Monitoring and fact-checking</td>
<td>Inoculation and observational correction</td>
<td>HPV vaccination</td>
<td>No</td>
</tr>
<tr>
<td>Ecker 2020 (51)</td>
<td>Online</td>
<td>Behavioural research (experimental randomized study)</td>
<td>Monitoring and fact-checking</td>
<td>Correction and backfire effect Fact-checking</td>
<td>HIV among other issues</td>
<td>No</td>
</tr>
<tr>
<td>van der Meer 2020 (63)</td>
<td>US</td>
<td>Behavioural research (experimental randomized study)</td>
<td>Monitoring and fact-checking</td>
<td>Corrective information type and source (narrative, educational)</td>
<td>Hypothetical infectious disease outbreak</td>
<td>No</td>
</tr>
<tr>
<td>Trevors 2020 (62)</td>
<td>US</td>
<td>Behavioural research (experimental randomized study)</td>
<td>Monitoring and fact-checking Educational</td>
<td>Positive and negative emotional text content in refutational texts</td>
<td>Vaccines</td>
<td>No</td>
</tr>
<tr>
<td>Thacker 2020 (61)</td>
<td>US, Australia, Canada</td>
<td>Behavioural research (experimental randomized study)</td>
<td>Monitoring and fact-checking Educational</td>
<td>Refutational messages</td>
<td>Genetically modified food</td>
<td>No</td>
</tr>
<tr>
<td>Reference</td>
<td>Jurisdiction</td>
<td>Study design</td>
<td>Type of response/strategy</td>
<td>Detail of intervention</td>
<td>Condition studied</td>
<td>Gender/sex analysis</td>
</tr>
<tr>
<td>-----------------</td>
<td>--------------</td>
<td>---------------------------------------</td>
<td>---------------------------</td>
<td>-----------------------------------------------------------------------------------------</td>
<td>-----------------------</td>
<td>---------------------</td>
</tr>
<tr>
<td>Tully 2020 (80)</td>
<td>US</td>
<td>Behavioural research (experimental randomized study)</td>
<td>Educational</td>
<td>News literacy</td>
<td>-Genetically modified food -Seasonal flu vaccine</td>
<td>No</td>
</tr>
<tr>
<td>Chao 2021 (84)</td>
<td>China</td>
<td>Behavioural research (experimental randomized study)</td>
<td>Narrative</td>
<td>Debunker identity</td>
<td>COVID-19</td>
<td>No</td>
</tr>
<tr>
<td>Tseng 2021 (79)</td>
<td>US</td>
<td>Randomized controlled trial</td>
<td>Educational</td>
<td>Cultivating a critical awareness of flawed scientific claims</td>
<td>Science</td>
<td>No</td>
</tr>
<tr>
<td>Steffens 2021 (58)</td>
<td>Australia</td>
<td>Behavioural research (experimental randomized study)</td>
<td>Monitoring and fact-checking Educational</td>
<td>Debunking strategies</td>
<td>Vaccines</td>
<td>No</td>
</tr>
<tr>
<td>Swire-Thompson 2021 (60)</td>
<td>US</td>
<td>Behavioural research (experimental study)</td>
<td>Monitoring and fact-checking Educational</td>
<td>Correction</td>
<td>Vaccines and climate change</td>
<td>No</td>
</tr>
<tr>
<td>Roozenbeek 2021 (77)</td>
<td>US</td>
<td>Behavioural research (experimental study)</td>
<td>Educational</td>
<td>Asking people to think about the accuracy of a single headline improves “truth discernment” of intentions to share news headlines about COVID-19</td>
<td>COVID-19</td>
<td>No</td>
</tr>
<tr>
<td>Meppelink 2021 (34)</td>
<td>The Netherlands</td>
<td>Machine Learning–Based Approaches</td>
<td>Technical and algorithmic Credibility labelling</td>
<td>Supervised machine learning (SML) to classify health-related webpages as 'reliable' or 'unreliable'</td>
<td>-Vaccination in kids -HPV</td>
<td>No</td>
</tr>
<tr>
<td>MacFarlane 2021 (55)</td>
<td>Australia</td>
<td>Behavioural research (experimental study)</td>
<td>Monitoring and fact-checking Educational</td>
<td>Refuting</td>
<td>Vitamin E for COVID-19</td>
<td>No</td>
</tr>
<tr>
<td>Freeze 2021 (68)</td>
<td>US</td>
<td>Behavioural research (experimental randomized study)</td>
<td>Credibility labelling</td>
<td>Warnings</td>
<td>Affordable care act</td>
<td>No</td>
</tr>
<tr>
<td>Ramirez 2022 (83)</td>
<td>US</td>
<td>Behavioural research (experimental pilot study)</td>
<td>Narrative</td>
<td>Psychological inoculation</td>
<td>COVID-19 vaccination</td>
<td>No</td>
</tr>
<tr>
<td>Hayawi 2022 (32)</td>
<td>Online</td>
<td>Machine Learning–Based Approaches</td>
<td>Technical and algorithmic Credibility labelling</td>
<td>Machine learning detection framework</td>
<td>COVID-19 vaccination</td>
<td>No</td>
</tr>
<tr>
<td>Jiang 2022 (53)</td>
<td>Hong Kong</td>
<td>Behavioural research (experimental randomized study)</td>
<td>Monitoring and fact-checking Educational</td>
<td>Inoculation</td>
<td>COVID-19 vaccination</td>
<td>No</td>
</tr>
<tr>
<td>Wang 2022 (35)</td>
<td>US</td>
<td>Machine Learning–Based Approaches</td>
<td>Technical and algorithmic Educational</td>
<td>Factual information vs misinformation (Twitter)</td>
<td>COVID-19</td>
<td>No</td>
</tr>
<tr>
<td>Gavin 2022 (73)</td>
<td>Kyrgyzstan, India, and the U.S.</td>
<td>Behavioural research (experimental randomized study)</td>
<td>Educational</td>
<td>Accuracy of nudge intervention</td>
<td>COVID-19</td>
<td>Yes</td>
</tr>
<tr>
<td>Reference</td>
<td>Jurisdiction</td>
<td>Study design</td>
<td>Type of response/strategy</td>
<td>Detail of intervention</td>
<td>Condition studied</td>
<td>Gender/sex analysis</td>
</tr>
<tr>
<td>-----------------</td>
<td>--------------</td>
<td>--------------------------------------------------</td>
<td>--------------------------------</td>
<td>-----------------------------------------------------------</td>
<td>-------------------</td>
<td>---------------------</td>
</tr>
<tr>
<td>Vlasceanu 2023</td>
<td>US</td>
<td>Behavioural research (experimental randomized study)</td>
<td>Educational</td>
<td>Belief change</td>
<td>- Child’s untreated wandering eye, - Abortion</td>
<td>No</td>
</tr>
<tr>
<td>Berlotti 2023</td>
<td>Italy</td>
<td>Behavioural research (experimental randomized study)</td>
<td>Educational</td>
<td>Prebunking-counterfactual</td>
<td>COVID-19</td>
<td>No</td>
</tr>
<tr>
<td>Blomberg 2023</td>
<td>US</td>
<td>Behavioural research (experimental randomized study)</td>
<td>Monitoring and fact-checking</td>
<td>Correction</td>
<td>Vitamin C</td>
<td>No</td>
</tr>
<tr>
<td>Altay 2023</td>
<td>France</td>
<td>Behavioural research (experimental randomized study)</td>
<td>Technical and algorithmic</td>
<td>Educational</td>
<td>COVID-19</td>
<td>No</td>
</tr>
<tr>
<td>Mourali 2022</td>
<td>US</td>
<td>Behavioural research (experimental randomized study)</td>
<td>Monitoring and fact-checking</td>
<td>Correction and debunking</td>
<td>COVID-19 (masking)</td>
<td>No</td>
</tr>
<tr>
<td>Silesky 2023</td>
<td>US</td>
<td>Implementation research</td>
<td>Counter-misinformation campaigns Monitoring and fact-checking</td>
<td>Media monitoring findings for developing campaigns</td>
<td>COVID-19 vaccination</td>
<td>No</td>
</tr>
<tr>
<td>Talabi 2022</td>
<td>Nigeria</td>
<td>Behavioural research (quasi-experimental study)</td>
<td>Educational</td>
<td>Counselling</td>
<td>COVID-19 vaccination</td>
<td>No</td>
</tr>
<tr>
<td>Song 2022</td>
<td>Hong Kong</td>
<td>Behavioural research (experimental randomized study)</td>
<td>Educational</td>
<td>Evidence types and presentation mode on individuals’ responses to corrective messages about COVID-19 on social media</td>
<td>COVID-19</td>
<td>No</td>
</tr>
<tr>
<td>Yang 2022</td>
<td>China</td>
<td>Qualitative research (content analysis)</td>
<td>Monitoring and fact-checking</td>
<td>Rumour debunking</td>
<td>COVID-19</td>
<td>No</td>
</tr>
<tr>
<td>Lohiniva 2022</td>
<td>Ghana</td>
<td>Implementation research</td>
<td>Monitoring and fact-checking</td>
<td>The infodemic management system</td>
<td>COVID-19 vaccination</td>
<td>No</td>
</tr>
<tr>
<td>Verduci 2021</td>
<td>Italy</td>
<td>Implementation research</td>
<td>Monitoring and fact-checking</td>
<td>Chatbot Nutripedia</td>
<td>Nutrition during Pregnancy and Early Life</td>
<td>No</td>
</tr>
<tr>
<td>Au 2021</td>
<td>Hong Kong</td>
<td>Behavioural research (experimental randomized study)</td>
<td>Economic Legislative and other</td>
<td>Financial incentives and legislation</td>
<td>Different health topics</td>
<td>Yes</td>
</tr>
<tr>
<td>Sun 2021</td>
<td>US</td>
<td>Behavioural research (experimental randomized study)</td>
<td>Monitoring and fact-checking</td>
<td>Correction</td>
<td>COVID-19</td>
<td>Yes</td>
</tr>
<tr>
<td>Yoon 2022</td>
<td>Korea</td>
<td>Qualitative research (content analysis)</td>
<td>Counter-misinformation campaigns</td>
<td>Using network logic of YouTube</td>
<td>Cancer</td>
<td>No</td>
</tr>
<tr>
<td>Pennycook 2020</td>
<td>US</td>
<td>Behavioural research (experimental randomized study)</td>
<td>Monitoring and fact-checking</td>
<td>Nudging</td>
<td>COVID-19</td>
<td>No</td>
</tr>
</tbody>
</table>
Table 3: Summary of findings according to the type of response/strategy

<table>
<thead>
<tr>
<th>Response/Strategy</th>
<th>Conditions, jurisdictions, and sample</th>
<th>Study design and quality appraisal</th>
<th>Findings</th>
</tr>
</thead>
</table>
| Monitoring and fact-checking | **Conditions:** COVID-19 (n=8), Vaccines (n=6), Other (n=10) | Experimental randomized (n=19) | • Overall, eleven studies conducted exclusively in the U.S. found that:  
  o if corrective information is present rather than absent, incorrect beliefs based on misinformation are debunked and the exposure to factual elaboration, compared to simple rebuttal, stimulates intentions to take protective actions (63)  
  o when the misinformation is corrected and a source is provided, misperceptions are reduced compared to not providing correction; social corrections without sources are not effective in reducing misperceptions compared to the control (29)  
  o refutational messages increased pro-vaccination attitudes in comparison to misinformation messages without refutation (52)  
  o all refutation texts (with or without positive or negative emotional content) improved knowledge revision (62)  
  o if the key ingredients of a correction are presented, the format of correction does not make a considerable difference (60)  
  o corrections that exposed participants to novel misinformation did not lead to stronger misconceptions compared to a control group never exposed to false claims or corrections; suggesting that it is safe to repeat misinformation when correcting it, even when the audience might be unfamiliar with the misinformation (51; 60)  
  o humorous corrections produce more attention to the misinformation text than non-humorous corrections, in contrast, non-humorous corrections receive higher credibility ratings than humorous corrections, which suggest that credibility and attention to the corrections are not fully aligned, which explain the lack of direct effect of correction strategy on the credibility of the misinformation (54)  
  o both logic-based and humour-based corrections were effective in leading individuals to report greater agreement with expert consensus (30)  
  o crafting positively framed misinformation corrections for the bolstering of message credibility within typically incongruent ideological groups is effective (50)  
  o extended exposure to false claims and debunking attempts weakens the belief that there is an objectively correct answer to how people ought to behave in a situation, which leads to less positive reactions toward the prescribed behaviour (56)  
  o people’s perceptions of the severity of the influence of misinformation on others engendered anticipated guilt, which, in turn, strengthened their intentions to correct misinformation related to COVID-19 (59)  
  o people shared false claims about COVID-19 partly because they simply failed to think sufficiently about whether or not the content is accurate when deciding what to share (57)  
  o real-time user corrections were successful in reducing the effects of a misinformation video about sunscreen on people’s beliefs, but were not effective in changing their intentions to use it (64)  
  • One multi-country study found that refutation texts supplemented with persuasive information have the potential to substantially impact both readers’ final attitudes and knowledge toward a subject (61)  
  • One study in Sierra Leone comprised a three-arm experiment (two interventions + control), one intervention explicitly discussed misinformation and explained why it was incorrect and then provided the scientifically correct information, the other intervention only focused on providing correct information, without directly discussing related misinformation; the study found that both interventions substantially reduced belief in misinformation compared |
<table>
<thead>
<tr>
<th>Response/Strategy</th>
<th>Conditions, jurisdictions, and sample</th>
<th>Study design and quality appraisal</th>
<th>Findings</th>
</tr>
</thead>
</table>
| Counter-misinformation campaigns | **Conditions:** COVID-19 (n=4), Cancer (n=1)  
**Jurisdictions:** Canada (n=1), Guatemala (n=1), U.S. (n=1), Zimbabwe (n=1), Korea (n=1) | Experimental randomized (n=1)  
Quasi experimental (n=1)  
Cross-sectional (n=1)  
Implementatio n research (n=1) | - After adjusting by age, community, sex and language, people from indigenous Maya communities in Guatemala who watched a misinformation campaign (videos) had 1.78 times the odds (95% CI 1.14 to 2.77) of getting vaccinated compared with those who did not see the videos (37)  
- After completing a misinformation campaign (videos), South Asian youth participants from the Greater Toronto and Hamilton Area, reported an increase in their self-reported knowledge regarding the COVID-19 vaccine from 73.3% to 100.0% (p=0.005), and their self-reported confidence to have a conversation about the vaccine with their unvaccinated community members increased from 63.6% to 100.0% (p=0.002) (44)  
- In a survey of a sample of people in Zimbabwe who received a misinformation campaign (messages to WhatsApp), it was found a 0.26 sigma increase in knowledge about COVID-19 (66)  
- The study used media monitoring to work with Hispanic social media influencers, volunteers, and celebrities to spread pro-vaccine messaging online, the radio reached 26.9 million people, and the op-eds reached 2.9 million people (42) |

- In the U.S., media monitoring was used to work with Hispanic social media influencers, volunteers, and celebrities to spread pro-vaccine messaging online, the radio reached 26.9 million people, and the op-eds reached 2.9 million people (42)  
- In Ghana, a process that identifies misinformation was implemented; the process rated the risk of identified misinformation posts and developed proposed responses to address them (41)  
- In Italy, a mobile campaign (Nutripedia) was developed specifically to promote correct information for the general population (Nutripedia website) and to address individual doubts and questions from parents (Nutripedia app) (43) |

Implementatio n research (n=3) |

- One study in Israel found that both the average satisfaction and reliability level attributed to a theory-based correction intervention were significantly higher than the average satisfaction and reliability level with a common information correction intervention (27)  
- One study in Australia found no evidence that repeating myths increased agreement with myths compared with the other debunking strategies or the control (58)  
- One study in Australia investigated the impact of misinformation on hypothetical demand (i.e., willingness-to-pay) for an unproven treatment and the propensity to share misinformation online; the study found that both tentative and enhanced refutations reduced demand for the treatment (18% and 25%, respectively) and misinformation promotion (29% and 55%) (55)  
- One study in Hong Kong found that participants who received inoculation messages reported higher vaccine attitudes and vaccine intention than those in the conventional health advocacy group, both attitudinal threat and counterarguing moderated the relationships between the experimental conditions and the outcome variables (53) |

Qualitative research (n=1) |

- One study in China found that since rumours in public health crises often involve different objects, rumour refutation requires various information sources; therefore, different rumour-debunking models apply, those socialized rumour-debunking models could be divided into the following five categories: the government-led model, the media-led model, the scientific community-led model, the rumour-debunking platform-led model, and the multi-agent collaborative model (46) |
### Credibility labelling

<table>
<thead>
<tr>
<th>Conditions, jurisdictions, and sample</th>
<th>Study design and quality appraisal</th>
<th>Findings</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sample:</strong> 2,470 participants (1,411 women) (42; 44; 66) 573 videos (47)</td>
<td>Qualitative research (n=1)</td>
<td>- In Korea, despite government warnings about the risks and dangers of fenbendazole self-administration, this study found that YouTube has reinforced their use, and therefore recommends to health authorities three strategies to fight against social media cancer misinformation; 1) to upload a variety of pertinent information through multiple channels; 2) to consider YouTube’s recommendation system, current viewing habits, and information flow network between patients and caregivers; 3) to take an active role in resolving social media misinformation (47)</td>
</tr>
<tr>
<td><strong>Conditions:</strong> COVID-19 (n=2) Vaccines (n=2) Other (n=2) <strong>Jurisdictions:</strong> China (n=1), the Netherlands (n=2), U.S. (n=2), U.K. (n=1), NA (n=1) <strong>Sample:</strong> 8,040 participants (4,737 women) (67-70) 15,465,687 tweets (32) 468 Dutch webpages (34)</td>
<td>Experimental randomized (n=4)</td>
<td>- One study in the Netherlands showed that including a protective message in a video with misinformation did not significantly affect the critical evaluation of the message (67) - One study in the U.K. found that pop-ups reminding credibility of the source (lateral reading) seemed not to directly affect any indicator of accuracy in identifying misinformation, but increased the Civic Online Reasoning techniques, suggesting an indirect effect (69) - One study in the U.S. found evidence that valid retrospective warnings of misleading news can help individuals discard erroneous information, although the corrections were weak; however, when informative news is wrongly labelled as inaccurate, these false warnings reduce the news’ credibility (68) - Another study in the U.S. reported that fact-checking labels attached to misinformation posts made vaccine attitudes more positive than the misinformation control condition, especially when the labelling was performed by universities and health institutions (70)</td>
</tr>
<tr>
<td><strong>Conditions:</strong> COVID-19 (n=13) Vaccines (n=5) Other (n=9) <strong>Jurisdictions:</strong> Australia (n=2), Brazil (n=2), China (n=1), Hong Kong (n=2), France (n=1), Italy (n=1), Nigeria (n=1), Sierra Leone (n=1), the U.S. (n=11), multi-country (n=3), NA (n=1) <strong>Sample:</strong> 39,782 participants (19,956 women) (28; 35; 38-40;</td>
<td>Experimental randomized (n=20)</td>
<td>- In the Netherlands, one study found that the best-performing machine learning model was successful in identifying reliable information, even in terms of out-of-sample prediction, tested on a dataset about HPV vaccination; however, the model is better used to classify reliable information compared to unreliable information (34) - One study performed online found a superior performance of credibility labelling when using the deep learning models compared with XGBoost for a relatively larger training set; the study recommended BERT because it was able to predict most of the misinformation (32)</td>
</tr>
</tbody>
</table>

### Educational

<table>
<thead>
<tr>
<th>Conditions, jurisdictions, and sample</th>
<th>Study design and quality appraisal</th>
<th>Findings</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sample:</strong> 2,470 participants (1,411 women) (42; 44; 66) 573 videos (47)</td>
<td>Qualitative research (n=1)</td>
<td>- Overall, eight studies conducted exclusively in the U.S. found that:  o while speaker expertise did moderate the interaction between framing and evidence, messages were more persuasive when delivered by a non-expert, an expert speaker increased the persuasiveness of videos only when the evidence provided was statistical (75)  o all refutation texts (with or without positive or negative emotional content) improve knowledge revision (62)  o news literacy messages can alter misinformation perceptions and beliefs, but not with a single message (80)  o when testing the efficacy of a structured reading support intervention for evaluation and critique on cultivating a critical awareness of flawed scientific claims in an online setting, there was no difference with people not receiving the intervention (79)  o asking people to think about the accuracy of a single headline does not improve &quot;truth discernment&quot; of intentions to share news headlines about COVID-19 (77)  o real-time user corrections reduced the misinformation effects of a video about sunscreen on people's beliefs but were not effective in changing their intentions to use it (64)  o if the key ingredients of a correction are presented, the format of the correction does not make a considerable difference (60)  o changing beliefs trigger corresponding changes in behaviours, in both political and nonpolitical contexts, suggesting that targeting beliefs might be a viable strategy of behavioural change (82)  o One multi-country study found that refutation texts supplemented with persuasive information have the potential to substantially impact both readers’ final attitudes and knowledge toward a subject (61)</td>
</tr>
<tr>
<td><strong>Conditions:</strong> COVID-19 (n=2) Vaccines (n=2) Other (n=2) <strong>Jurisdictions:</strong> China (n=1), the Netherlands (n=2), U.S. (n=2), U.K. (n=1), NA (n=1) <strong>Sample:</strong> 8,040 participants (4,737 women) (67-70) 15,465,687 tweets (32) 468 Dutch webpages (34)</td>
<td>Experimental randomized (n=4)</td>
<td>- One study in the Netherlands showed that including a protective message in a video with misinformation did not significantly affect the critical evaluation of the message (67) - One study in the U.K. found that pop-ups reminding credibility of the source (lateral reading) seemed not to directly affect any indicator of accuracy in identifying misinformation, but increased the Civic Online Reasoning techniques, suggesting an indirect effect (69) - One study in the U.S. found evidence that valid retrospective warnings of misleading news can help individuals discard erroneous information, although the corrections were weak; however, when informative news is wrongly labelled as inaccurate, these false warnings reduce the news’ credibility (68) - Another study in the U.S. reported that fact-checking labels attached to misinformation posts made vaccine attitudes more positive than the misinformation control condition, especially when the labelling was performed by universities and health institutions (70)</td>
</tr>
<tr>
<td><strong>Conditions:</strong> COVID-19 (n=13) Vaccines (n=5) Other (n=9) <strong>Jurisdictions:</strong> Australia (n=2), Brazil (n=2), China (n=1), Hong Kong (n=2), France (n=1), Italy (n=1), Nigeria (n=1), Sierra Leone (n=1), the U.S. (n=11), multi-country (n=3), NA (n=1) <strong>Sample:</strong> 39,782 participants (19,956 women) (28; 35; 38-40;</td>
<td>Experimental randomized (n=20)</td>
<td>- In the Netherlands, one study found that the best-performing machine learning model was successful in identifying reliable information, even in terms of out-of-sample prediction, tested on a dataset about HPV vaccination; however, the model is better used to classify reliable information compared to unreliable information (34) - One study performed online found a superior performance of credibility labelling when using the deep learning models compared with XGBoost for a relatively larger training set; the study recommended BERT because it was able to predict most of the misinformation (32)</td>
</tr>
<tr>
<td>Response/Strategy</td>
<td>Conditions, jurisdictions, and sample</td>
<td>Study design and quality appraisal</td>
</tr>
<tr>
<td>-------------------</td>
<td>--------------------------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td></td>
<td>45; 53; 55; 58; 60-62; 64; 65; 71-82</td>
<td></td>
</tr>
<tr>
<td></td>
<td>22,111,831 English tweets (35)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Response/Strategy</td>
<td>Conditions, jurisdictions, and sample</td>
<td>Study design and quality appraisal</td>
</tr>
<tr>
<td>------------------</td>
<td>--------------------------------------</td>
<td>----------------------------------</td>
</tr>
</tbody>
</table>
| Quasi experimental (n=4) | | | • One study in the U.S. found that an intervention (infographic) aimed at increasing belief accuracy was not effective (39)  
• One study in the U.S. that exposed participants to four conferences about *Escherichia coli* O157:H7 in cattle found that all participants agreed that they better understood pre-harvest control, how food safety policy was made, and were confident they could create an effective message about STEC pre-harvest-control (28)  
• One study in Brazil found that participants after being exposed to the conclusions of a meta-analysis showing that coconut oil does not show superior health benefits when compared to other oils and fats, 73.5% of those who considered coconut oil healthy did not change their opinion (38)  
• One study in Nigeria reported that social media users who received counselling intervention on the COVID-19 vaccine reported more positive intention to make themselves available for vaccination than their counterparts who were not exposed to such an intervention (40) |

| Cros-sectional (n=1) | | | • One study in Brazil that examined the extent to which WhatsApp users might be willing to correct their peers who might share COVID-19 misinformation, found a pattern of how different demographics influenced the three types of social correction behaviours, younger participants exhibited greater passivity in engaging with social correction; higher educational attainment was associated with providing correction to the original sender; and male participants were more likely to send the correction to the entire group (45) |

| Machine Learning–Based Approaches (n=1) | | | • One study in the U.S. found that providing factual information on Twitter leads to a decrease in misinformation (i.e., suppression) with a time lag (35) |

Curatorial No evidence found

Narrative

| Conditions: COVID-19 (n=2) | Jurisdictions: China (n=1), U.S. (n=1) | Experimental randomized (n=2) | | • One study in China found a mediating or suppressing effect of follower count (in social media) in the relationship between a debunker's identity (celebrity, media, or government) and sharing behaviour; however, the debunker's identity did not have a positive effect on the sharing of debunking information when controlling for mediating variables (84)  
• One study in the U.S. used advertisements for Facebook providing video testimonials from peer role models promoting vaccination; ads featuring peer modelling with psychological inoculation yielded a significantly higher rate of positive responses than CDC ads (30.5 versus 14.9/1000 people reached in English and 49.7 versus 31.5/1000 in Spanish; P < 0.001 for both English and Spanish rate comparisons) (83) |

Technical and algorithmic

| Conditions: COVID-19 (n=5) VPH (n=2) | Jurisdictions: Machine Learning–Based Approaches (n=6) | | • One study developed a chatbot named DR-COVID with an ensemble Natural Language Processing (NLP) model on the Telegram platform, then evaluated various performance metrics and multi-lingual text-to-text translation to Chinese, Malay, Tamil, Filipino, Thai, Japanese, French, Spanish, and Portuguese; the chatbot responded accurately to open-ended, COVID-19 related questions, achieving an overall accuracy of 0.838 [95% CI: 0.826-0.851] (36)  
• A machine learning-based approach was effective in the identification and classification of HPV vaccine misinformation on Reddit and may be generalizable to other social media platforms (31)  
• Another study trained machine learning algorithms to identify COVID-19-related misinformation and found a better performance when trained with extracted features from a COVID-19 fake news dataset (33) |
<table>
<thead>
<tr>
<th>Response/Strategy</th>
<th>Conditions, jurisdictions, and sample</th>
<th>Study design and quality appraisal</th>
<th>Findings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Economic</td>
<td>France (n=1), the Netherlands (n=1), U.S. (n=1), NA (n=4)</td>
<td>Experimental randomized (n=1)</td>
<td>• One study found a superior performance of credibility labelling when using the deep learning models compared with XG Boost for a relatively larger training set; the study recommended BERT because it was able to predict most of the misinformation (32) • In the Netherlands, one study found that the best-performing machine learning model was successful in identifying reliable information, even in terms of out-of-sample prediction, tested on a dataset about HPV vaccination; however, the model is better used to classify reliable information compared to unreliable information (34) • One study in the U.S. found that providing factual information on Twitter leads to a decrease in misinformation (i.e., suppression) with a time lag (35)</td>
</tr>
<tr>
<td></td>
<td>Sample: 701 participants (291 women) (71) 37,577,518 tweets (32; 35) 468 Dutch webpages (34)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Jurisdictions: Hong Kong (n=1), the U.K. (n=1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Sample: 5,750 participants (3,479 women) (20; 69)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Legislative and other policy</td>
<td>Conditions: Vaccines (n=1) Other (n=1)</td>
<td>Experimental randomized (n=1)</td>
<td>• One study in Hong Kong found that financial incentives have a stronger impact on attracting readers to share healthcare misinformation that they perceive to be fake; perceived believability and financial incentives may increase the likelihood of sharing healthcare information (20) • The power of financial incentives may demonstrate a marginal diminishing effect, while a small financial incentive may help foster healthcare information dissemination, increasing the size of financial incentives may not foster the same level of additional dissemination effect (20) • One study in the U.K. found that paying participants to be accurate increased an accuracy score but not the proportion of participants correctly guessing the scientific validity of the posts, by contrast, the presence of the pop-up seemed not to affect directly any indicator of accuracy, but increased the Civic Online Reasoning techniques, suggesting an indirect effect of the pop-up (69)</td>
</tr>
<tr>
<td></td>
<td>Jurisdictions: Hong Kong (n=1), NA (n=1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Sample: 363 participants (137 women) (20) 172 anti- and pro-vaccine Facebook pages (49)</td>
<td>Interrupted-time series (n=1)</td>
<td></td>
</tr>
<tr>
<td>Investigative</td>
<td>No evidence</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Figure 3: Prisma Chart
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